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Abstract

Video Instance Segmentation (VIS) is an important vi-
sion task that aims to simultaneously perform classifica-
tion, tracking, and segmentation in videos. To solve VIS in
scenes involving long video sequences, we believe that the
segmentation performance of single frame is of great im-
portance. Besides, due to the computational limits, offline
methods usually require hand-designed clip matching while
online methods have inherent advantage in handling long
video sequences. Thus, we take online method as baseline
to process these long videos. In this report, we will describe
how we can further improve the performance of the state-of-
the-art online methods. With different model ensemble, the
proposed method finally obtains 42.9 AP on the YouTube-
VIS 2022 long video test set and was ranked first place in
the YouTube-VIS Long Video Challenge.

1. Introduction
Video instance segmentation (VIS) [21] is one of the

most fundamental tasks of computer vision and the exten-
sion of image instance segmentation. It aims at simulta-
neously classifying, tracking, and segmenting objects in
videos. Due to its wide applications in video editing, au-
tonomous driving, and augmented reality, VIS has attracted
great attention in recent years.

With the development of deep learning, there have been
many excellent works focusing on video instance segmen-
tation. Generally speaking, current methods can be divided
into two categories: offline methods and online methods.
Offline methods [1, 2, 6, 8, 11, 18, 19] take the whole video
as input and output video instances simultaneously. In con-
trast, online methods [3,5,7,9,10,20,22] take each frame as
input and perform classification and segmentation frame by
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Figure 1. Illustration of offline methods and online methods. The
offline methods take the whole video as input and make predic-
tions simultaneously. But for long video task, they may show in-
ability due to computational limits. On the contrary, the online
methods have inherent advantage by processing each frame inde-
pendently.

frame. Finally, the instances of different frames are linked
by the design of tracking head.

Since taking the entire video as input, the offline method
can utilize the rich context information of the whole video
sequences. However, for difficult scenes like long videos,
the advantage of aggregating inter-frame information of the
offline method may vanish due to the the computational lim-
its. Besides, with the video sequences growing longer, it
may lead to more noise while taking too many frames into
consideration to aggregate inter-frame information. Fig. 1
illustrates this problem and the comparison between the on-
line methods and offline methods. Thus, we take online
methods to process the challenging videos in YouTube-VIS
2022 dataset. Specifically, we adopt the IDOL [20], the
state-of-the-art online models, as our baseline. The core
idea of IDOL is processing each frame independently and
learning more discriminative instance embeddings through
contrastive learning. This approach allows queries of each
frame to contain sufficient intra-frame instances informa-
tion and introduces no more information from other frames
when updating queries of each frame, which is beneficial to
process long video sequences.

Since the difficulty of associating different frames for
long video instance segmentation, it’s drastically important
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Figure 2. Overview of our training pipeline. The network takes key frame and reference frame as input. Two parallel backbone and
deformable DETR produce the feature embedding for contrastive learning. The boundary head and quality assessment module are added
to better distinguish different instances and make the training process more robust.

to improve the representation ability of each frame’s query.
In other words, the single frame segmentation performance
is of great importance especially for the long videos. To
this end, we introduce some modules to improve the single
frame processing part based on IDOL [20] . First of all, it
is important to correctly identify the object boundaries in
each frame especially when video sequences become much
longer. Because incorrect boundary information may lead
to error accumulation and do harm to association of differ-
ent frames, which has a significant impact on the segmen-
tation and classification. In this case, focusing more on the
object boundaries helps the model to better distinguish the
different instances and make better performance in tracking
the long videos. Besides, inspired by the [14, 15], we ap-
ply the quality assessment module only at the training stage.
The quality assessment module can improve the robustness
of the training process by making the model predict its own
accuracy.

Thanks to the superior performance of online meth-
ods [20] and the above improvements, we achieved the first
place in Long Video Instance Segmentation Track of the 4th
Large-scale Video Object Segmentation Challenge with the
score of 42.9 AP on the final test set.

2. Method
2.1. Overview

The overview of our training framework is illustrated in
Fig. 2. Following recent work [20], we first take a key
frame and a reference frame as input. They are passed into a
share-weighted backbone which extracts their feature maps.

Then, the feature maps are passed to the Deformable DETR
[23]module along with additional fixed positional encod-
ings [4] and N learnable object queries to predict the in-
stance embedding for contrastive learning. After that, the
feature embedding originated from the key frame is used to
predict classes and masks. Besides, we additionally add the
boundary head to learn the boundaries of different instances
and make the model utilise more discriminative information
through a boundary loss. Following [14], we pass the the in-
stance embedding of key frame to quality assessment mod-
ule to obtain a segmentation quality score, which is used to
calculate the quality loss. This module is only conducted
during training. Finally, we adopt the same memory bank-
based instance association strategy as [20] during inference.

2.2. Boundary Branch

The previous VIS methods mainly predict masks and
classes of a frame and additionally add the bounding boxes
to track the different instances. But for long video scenar-
ios, it’s difficult to perform accurate frame matching for
each instance, which may lead to error accumulation. So
it would be meaningful to identify the target instances if the
model could pay more attention to the shape or boundary
of the objects. So we add the boundary branch to make
the model pay more attention to the instances boundaries to
learn stronger representation and thus provide more guid-
ance for mask and class prediction.

Given a key frame X ∈ R3×H×W of a video, H and W
are the height and width of the input frame, a CNN-based
backbone extract the feature maps, which are passed to the
Deformable DETR module along with additional fixed po-



sitional encodings and N learnable object queries. In that
case, the object queries are transformed into instance em-
beddings E ∈ RN×C . The Boundary Head performs sev-
eral convolution layers on the embeddings E similar to the
mask head and predicts the boundaries for each instance.

Boundary Ground Truth. Following [13], we predict
boundaries of each frame in the manner of pixel-level clas-
sification. Besides, in view that only the ground truth of the
mask is available in the VIS dataset, we obtain the bound-
aries using the Laplacian operator and binarize them with a
threshold Tb into binary maps.

Boundary Loss. Following [13], we use dice
loss [17]and binary cross-entropy to calculate the total
boundary loss. Dice loss measures the overlap between pre-
diction and ground truth and is often used to resolve cate-
gory imbalance problem. Therefore, it’s naturally compati-
ble with boundary prediction because the points of bound-
aries are usually much less than points of non-boundary.
The boundary loss Lb is formulated as:

Lb = LDice + LBCE , (1)

The dice loss LDice is formulated as:

LDice = 1−
2
∑

i piqi∑
i(pi)

2 +
∑

i(qi)
2 + ϵ

. (2)

where p and q denote the predictions and ground-truth, i
denotes the i-th pixel and ϵ is a smooth term.

2.3. Quality Assessment Module

For long video instance segmentation, it’s difficult to
maintain mask quality, which may lead to error accumula-
tion as frame sequences grow much longer. Therefore, it’s
significant to improve segmentation quality and the robust-
ness of the training process by making the model predict its
own accuracy.

Specifically, we apply the Quality Assessment Mod-
ule(QAM) following [14] for our VIS model and improve
the mask quality through the quality loss. Given the in-
stance embeddings E ∈ RN×C originated from the key
frame, QAM takes two FFN like layers to predict the mask
quality score S for the key frame. Besides, we calculate
maskIoU between the predicted mask and ground truth as
the target value of the quality score. The process is as fol-
lows:

Vi = maskIoU (Mi, GT i) (3)

Lq =
1

N

N∑
i=1

(Si − Vi)
2 (4)

where Si represents the quality score of the segmentation
mask for i-th object, Mi indicates the predicted mask, GT i

is the ground truth and N indicates the total number of in-
stances.

3. Experiment
3.1. Implementation Details

We took the Swin Transformer-Large [16] as backbone
for our model taking IDOL [20] as baseline, the training
setting is generally same as initial IDOL. We used AdamW
optimizer with initial learning rate of 1e-4. Note that we did
not perform pre-training on COCO dataset [12] but initial-
ized the model by the pre-trained weights of IDOL directly.
To train the proposed modules and finetune the IDOL part,
we randomly cropped the image from COCO twice to gen-
erate the pseudo training videos. Then, we train our model
on the pseudo video set and the YouTube-VIS 2022 train
set for 175000 and 40000 iterations with batch size of 8,
respectively. For training data augmentation, we performed
multi-scale training scales and resized the shortest side to
[320, 352, 392, 416, 448, 480, 512, 544, 576, 608, 640].
All models are trained on 8 80GB A100 GPUs. During in-
ference, the input videos are resized with the short size of
720 pixels in default.

3.2. Comparison with Other Methods

In the YouTube-VIS Long Video Challenge, we rank
the first place on the test set. The leaderboard is shown
in Tab. 1. It can be seen that with the help of the above
modules, our model achieved the 42.9 mAPL (1st) and 46.8
AP75L (1st), and surpasses others by 2.3 on mAPL(mAPL
means the resulting mAP score of long videos which is
same for the rest of metrics). The good performance above
demonstrates that the recognition and detection effect can
be significantly improved by focusing on object boundaries
and improving the mask quality as well as the training ro-
bustness of the model.

Table 1. Comparison with other methods on the long video test
set.

Method mAPL AP50L AP75L AR1L AR10L

Ours 42.9 60.7 46.8 35.0 51.4
Man 40.6 58.4 43.4 34.0 53.0
sjx 40.6 60.7 42.2 32.6 49.0
ID4 40.2 61.1 41.7 32.6 55.0
SakuraT 38.6 57.8 39.1 34.1 53.7

Table 2. Ablation study of our applied modules on the long video
test set.

Method mAPL AP50L AP75L

Baseline 39.45 58.76 42.06
+Quality assessment 40.58 60.68 42.17
+Boundary branch 41.65 59.90 44.56
+Model ensemble 42.9 60.7 46.8



3.3. Ablation Study

In this section we analyze the effectiveness of our ap-
plied modules on the long video test set and the results are
shown in Tab. 2. The baseline is the IDOL with Swin-L
backbone. Integrated with the quality assessment module,
our method achieved the score of 40.58 mAP. After apply-
ing the boundary branch and corresponding loss, the per-
formance is improved to 41.65 mAP. Finally, by ensem-
bling with the different combination of the above methods,
the performance eventually reached 42.9 mAP, ranking first
place in the YouTubeVIS Long Video Challenge.

4. Conclusion

In this work we introduce the boundary module and qual-
ity assessment module for online VIS framework. The pro-
posed modules make the model utilise more discrimina-
tive information through the boundary learning and improve
segmentation quality and the robustness of the training pro-
cess. With the above modules and model ensemble, we
achieved the first place in Long Video Instance Segmen-
tation Track of the 4th Large-scale Video Object Segmenta-
tion Challenge with the score of 42.9 AP on the test set.
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